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Abstract

Variations irP**U/?%8U have wide-ranging applications as tracers for ground- and river-water fluxes and is an essential component in U-series
dating. Analytical developments for measuritigu/?%U have progressed from direct alpha-counting, with precisions at the percent level,
to thermal ionization and multiple-collector inductively coupled plasma mass spectrometry (TIMS and MC-ICPMS, respectively) isotopic
measurement techniques. HowevétJ/?%8U is difficult to measure with better than permil precision because of the small atomic ratios for
most geological samples-(0~* range). Using a Nu Instruments Nu Plasma MC-ICPMS, we have developed two analytical techniques for
the precise measurement?fU/2%8U: (1) a conventional standard-bracketing protocol using multiple Faraday cups and electron multipliers
with ion counting capabilities (FM) and (2) a standard-bracketing Faraday cup protocol (FF). Both are capable of nié4d(#fftudywith
precisions at the epsilon level (1 epsile 1 part in 16):

(1) The conventional standard-bracketing FM measurements are conducted as static measurements witi?#fig iminope measured in
a conventional discrete dynode electron multiplier (SEM) equipped with ion counter and a retardation filter. The Faraday-multiplier gain
is measured using bracketing measurements of the U metal standard CRM-145. The external reproduéifiiif?tf (reformulated
into §-notation a$?3*V), interspersed with frequent measurements of the gain, is Q&% level (2) for both uraninite and carbonate
standards, takes75 min and consumes120 ng of U per measurement.

(2) The static standard-bracketing FF protocol measures all three natural U isotopes in Faraday collectors. This is not usually possible using
a standard multiple-Faraday array due to the large differences in the abundances of naturally occurring U isotopes. In our study, this
is achieved by replacing the standard¥1Q resistor for the?*®U Faraday cup with a @2 resistor. The 10Q resistor enables the
measurement of ion beams that ar&00 times larger than can be accommodated by the normat2esistor, s¢%¥U and?**U are
measured simultaneously in Faraday cups with intensitie®of 10-° and~5 x 10713 A, respectively. All measurements are normalized
to bracketing CRM-145 standard measurements (measured with sttfillagignal intensities) thereby correcting for significant tailing
from the large?*8U ion beam below the smallé#*U beam. Measurements are conducted over 2 min on-peak and 40065t ief
required per analysis. External reproducibility for samples with low matrix/U ratios (e.g., uraninites) is bett&0ti38s (2). Coral
samples show a slightly poorer external reproducibility-6f4%o. (2) due to a higher matrix/U ratios of these samples.

Repeat measurements of CRM-145 give respeétife) values of—36.444 0.10%o (2, N = 9) and—36.50+ 0.14%o (2, n=54) using
the FF and FM analytical technique, assuming Harwell uraninite (HU-1) is in secular equilibrium with respéot3U. The improved
analytical precision achieved in this study #U/2*®U measurement is superior to any other reported measurements and is of greatimportance
for U-series dating errors, particularly for samples older than 300,000 years before present.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction ICPMS) have emphasised high precision measurements us-
ing small sample sizes. Itis now possible to routinely measure
Natural uranium (U) has three radioactive isotopéd, both234U/238U and?3°Th/238U with 1—2%. uncertainties (2)

235U and?34U. The isotope$*8U and?**U are radioactive  using only a few tens of nanograms of urani(ii, 18] Be-
parent nuclides, characterized by relatively long half-lives cause uranium sample size is no longer a limiting factor for
(4.5 and 0.7 gigayears, respectively), which ultimately decay many U-series studies, this study focuses on significantly im-
to stable?®®Pb and?%’Pb, respectively. The ratio between proving precision ir?34U/238U measurement by increasing
238y and?®U is generally assumed to be 137[8Band uni-  sample size while maintaining a manageable measurement
formin the Earth. Thé34U and?3°Th isotopes are intermedi-  protocol. Our newly developed techniques all®iu/238u

ate daughter products of th#U decay chain, and character-  to be measured with®2analytical uncertainties of better than
ized by “short” half-lives of 245 and 76 ka (kiloyears), respec- 40.3 and 0.4%o. in uraninites and coral samples, respectively.
tively. The short half-life of3*U should resultin a steady state
of secular equilibrium betweet#*U and?38U at the present
day, yielding a constadt*U/238U of 5.4887x 10~° or §234U
=0, Wher65234U - ((234U/238Usample)/(234U/238Useceq) _ 1)

x 10°[2]. However, this is often not the case due to the com- T earliest U isotopic measurements were conducted by
bined effects of alpha-recoil from mineral grains dgﬁﬁ@) alpha-counting spectrometry (e [4.9]). These methods con-
decay and subsequent damage to the crystal lattice. As a reg;;med large amounts of sample material, and required analy-

34 : i o : : e
sult, loosely bound**U is more susceptible to preferential  gis imes of up to several weeks to attain analytical precisions
extraction from minerals than lattice-bouf#U [3]. Thus 4t the percent levél7].

34 . : N
sea-surface water has~el5% excess of**U compared to The development of direct U isotopic ratio measurement

the secular equilibrium value (e.d4]) and more extreme .y thermal ionization mass spectrometry (TIMS) in the late

234U eXCGSSESSEan be found in river- and grOUnd'WaterS (eg,lgsos (eg[g]) had an enormous impact on U-series ana'y_
[5-7]). Thes&**U excesses can be used as a tracer for moni- gjs significantly improving precision to the permil level for

toring weathering rates, together with river- and ground-water ¢ pest measurementBaple 1) [2,4,8,12,15,20-32Dur-

flow patterns. The disequilibrium 8f*U/>*% is also used ing the last decade, U-series measurement has further im-
in radioactive waste disposal studies to review the stability proved with the advent of multiple-collector inductively cou-
of potential geological storage areas (€[§}). For U-series  pjeq plasma mass spectrometry (MC-ICPMS). This reflects
dating purpose34U/238U is a necessary component in the o important advantages of MC-ICPMS:

U-series age equation, for which accurate and precise mea-

surements of**U/2%8 are critical. Good precision onthese (1) Uranium and thorium can be ionized relatively easily in a
measurements is especially important for samples approach-  hot plasma source compared to the inefficiency of surface
ing secular equilibrium (e.g., 250-600 ka) and significantly ionization in TIMS[33].

reduces age uncertainties. Uranium-series dating has been O(fZ) An instrumental mass bias correction can be applied to

2. Analytical developments

major importance for paleoclimate resea@hand for study- Th measurements using admixed24].
ing the ages and magmatic timescales for young (<600 ka)(3) Uranium and Th isotopic compositions can be measured
volcanism[10]. A wide range of carbonate materials, such as in situ using laser ablatiof34,35]

sea-surface coral, speleothem and aragonitic slope sedimentg4) The use of multiple multiplier systems makes it possible
have been accurately dated by U-series methods and used as  tg measure34U and23°Th simultaneously in the same

proxies for climate research (e.§9,11-13). For samples measurement routin@s.

where the initial?34U/238U is known, 234U/238U measure-

ments can be used to assess the reliability of the U-series A fifth advantage, that hitherto has not been fully ex-
age, diagenesis tends to disturb the U-series isotope systemploited, is that one can achieve higher precision and overcome
atics, offsetting thé30Th-age from the true sample age (e.g., the limitations of detector noise, counting statistics and back-
[14]). In fossil coral, a commonly used method for testing ground interferences by simply using a more concentrated
age reliability has been to compare the back-calculated ini- solution.

tial 224U/2%8U with the known present day seawater value,  Many of the above issues have focused on measuring Th
and discard ages with anomald¥éU/238U [15,16] For the more precisely. However, the precise and accurate measure-
U-series dating of mid-ocean ridge basalt (MORB), the mea- ment 0f23*U/238U can also be a limiting factor for U-series
sured?*4U/238U has been used for assessing the possibility studies. This ratio is normally corrected for instrumental

of seawater interactiofi0]. mass fractionation by internal normalization of the measured
Uranium isotopic measurement is exceedingly difficult 238y/235%y against the assumed natural ratio of 137[88
due to large differences in abundance betw&&, 235U or by normalization against a well-characteriZé8U-33U

and?*U (e.g.,?%8U/%%°U ~140 andP*8U/?*U ~10%). Over  double U spike8,10]. The extreme differences in isotopic
the last decade, analytical developments in U-series dating byabundance of the U isotopes, and the very low abundance of
multiple-collector mass spectrometry (both TIMS and MC- 234y, gives rise to two problems that must be overcome.
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Table 1
234238y measurements of the most commonly used U standards CRM-145 (also known as NIST SRM 960 and NBL 112a) and Harwell uraninite (HU-1)
reported by previous workers

2341238 (% 1075) 8239 (%o0)? 20 20m° nd U (ng)F
Metal standard CRM-145

TIMS

(1) Chen et al[4] 5.267 —404 42 5-7 6 30

(2) Banner et al[20] 5.277 —386 38 6-8 4 50-300

(3) Stein et al[21] 5.267 —404 81 6-9 8 150-450

(4) Edwards et a[22] 5.285 -37.0 12 ~1.2 8 -

(5) Eisenhauer et g23] 5.310 —326 10 5-8 4 -

(6) Stirling et al.[15] 5.288 —36.6 17 ~1-2 6 -

(7) Luo et al.[24] 5.284 -37.3 3.0 1-5 14 200-600

(8) Israelson and Wohlrar{25] 5.29 —36.2 5.7 6 7 -

(9) Cheng et al[2] 5.286 —36.9 22 ~1 21 -

(10) Yokoyama et al[26] 5.284 —-37.3 22 1.1-2.5 8 50

(11) Delanghe et a[27] 5.283 —37.6 19 0.8-1.9 33 1000
ICP-MS

(12) Shen et al[28] 5.285 —-37.1 12 1.2-2.4 10 36
MC-ICPMS Faraday—multiplier

(13) Luo et al[24] 5.286 —36.9 11 1.2-1.4 8 450

(24) 5.286 —36.9 15 0.9-1.6 11 300

(15) Robinson et a[29] 5.287 —36.7 17 ~1-2 8 -

(16) Hellstrom[30] 5.290 -36.3 27 ~2-6 21 5-40
MC-ICPMS Faradays

(17) Deschamps et gB] 5.289 —36.4 0.8 0.3-0.6 19 >200

Harwell Uraninite HU-1

TIMS

Ludwig et al.[12] 5.490 +02 31 ~0.6 29 -

McCulloch and Esa31] 5.474 —27 35 ~1 19 —

Cheng et al[2] 5.488 -0.1 0.7 0.8-1.1 8 -

Delanghe et a[27] 5.484 -0.9 18 0.6-2.2 19 1000

Neef et al[32] 5.480 -15 36 - 16 -
ICP-MS

Shen et al[28] 5.491 +04 14 - - -
MC-ICPMS Faraday—multiplier

Hellstrom[30] 5.482 -12 - - - -

2 permil deviation 0f34U/238U from the assumed value for secular equilibrium; defined?34J (%o) = (23*U/238Usampid?3*U/?%®Useceq) — 1) x 1000,
where?34U/238Ugeceq = 5.4887x 1075 [2].

b External reproducibility of measurements.

¢ Internal error of measurements.

d Number of measurements.

€ ng of U used per analysis.

f Refs. used ifFig. 8

First, it is not possible to measufé*U and238U simul- systems require a dead-time correction for amplifiers and can
taneously within the limits of a standard multiple-Faraday display intensity-dependent non-linearity effef&s].
collector array equipped with 1DQ positive feedback re- Second, asignificant “tail” frorf*®U (and?3>U) exists be-
sistors, given the large dynamic range-e10* (10~ to low the23*U ion beam that arises from the scattering of low
10-14A). It is therefore normal to measure the mirfgfu energy?38U ions caused by particle collisions in the mass

isotope on a low-background ion counter (IC), coupled to ei- SPectrometer analyzer. The magnitude ofAf tail is thus

ther a secondary electron multiplier or a Daly detector with strictly related to the mass spectrometer and expressed as
photomultiplier, to allow the measurement range to be ex- an abundance sensitivity (defined by convention as the con-
tended down to~10-4 to 1017 A. A major problem for tribution from?38U at mass 237) (e.gi28,37). This tailing
measurements using a mixed Faraday-multiplier array is theproblem s largely eliminated by monitoring background “ze-
calibration of the relative gain. This is generally unstable roes”athalf-masses and applying a tailing correctictto

and must be monitored frequently during the measurement(€.g.,[24]). The magnitude of thé3U tail can be further
session, in contrast to the relatively stable gain of Faraday Minimized wher?®*U is measured in a mass spectrometer
detectors. Aside from their inherent instability, ion counter €quipped with an energy filter, deceleration lens or second
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stage electrostatic analyzer (ESA) to reject the majority of 4. Analytical procedure
scattered ions. This typically improves abundance sensitivity
by an order of magnitude. The Nu Plasma MC-ICPMS is equipped with 12 Faraday
The two most widely used MC-ICPMS protocols are a collectors and 3 discrete dynode secondary electron multipli-
static standard-bracketing procedure and a multi-static ap-ers (SEM) operating in pulse counting mode with ion coun-
proach, initially tested by Luo et d§R4] using a VG Elemen-  ters. The central SEM with ion counter (IC1) is equipped
tal Plasma 54 equipped with a Daly detector. In the standard-with a retardation filterfig. 1). Detailed information on the
bracketing protocol, the measured sample is normalized toinstrument can be found elsewhg89-42] Measurements
a well-characterized standard measured immediately beforeare conducted using an RF power of 1350 W and at normal
and after the unknown. The Faraday-IC gain is determined mass resolutionAM/M ~ 400). Sample solutions are as-
from the standard measurement, by linear interpolation andpirated into the plasma source through an MCN 6000 Cetac
normalization of the measured*U/?38U against the true  micro-concentric nebulizer and desolvator system (aspiration
2341238y (e.g.,[24,29)). The multi-static approach is con-  rate~100pl/min) with Ar and N, support gas. At the time
ducted as a two-cycle measurement, by cycling B&t and of these experiments, sensitivity for U wa$%., and the
235 through the ion counting (multiplier or Daly) system. In  instrumental mass bias wagi—6%. amu L. Abundance sen-
this case, the Faraday—IC relative gain is determined by nor-sitivity is of the order of 2.5-5ppmamt and correlates
malizing the Faraday—Farad&fU/23%U measuredincyclel  approximately linearly with the vacuum pressure in the ana-
to the Faraday—I€38U/23%U measured in cycle 24,34,38] lyzer chamber{2-5x 102 mbar). All sample and standard
The standard-bracketing protocolis limited by a possible non- solutions are dissolved ir0.3N HNQ; for solution aspira-
linear drift in the gain between standard measurements. Thistion, and acid washout between measurements is performed
is not problematic for the multi-static approach where the gain over several minutes using alternate solutions of 0.3N EINO
is measured internally. However, the multi-static method can
be limited by larger sample requirements and the large dif-
ference in abundance betwegU and?3%U, as?3°U must

be sufficiently large to allow it to be measured precisely in  |(A) Nu:plasna; collector fignration
both a Faraday cup and electron multiplier. SR
Using a Nu Instruments Nu Plasma MC-ICPMS (ETH, | =~ Hmdyges 0 87
Ziirich), we present two different protocols for the accurate | v —gs-1: od
and precise measurement£dfU/238U. The first is a conven- l{%u i g R

""""" Filter

tional standard-bracketing protocol using a secondary elec- | U =s
tron multiplier for measuring®*U, and obtains an extremely
good precision£0.6%0, 2). The second is a newly devel- 3
oped, highly precise and accurate standard-bracketing Fara-| ... Faaday-IC measurements >3
day cup protocol using a 2@ resistor for the?3®U beam, i
allowing the simultaneous measurement of all three natural
U isotopes in Faraday detectors and improving external re-
producibility to better than:0.3%o ().

™

Faraday measurements ¢

—_—

B)

e
N
f— AM/M= 900 ppm
'/

3. Standard and sample preparation f B8y

All samples were prepared under clean air conditions (bet-
ter than Class 100, measured as better than Class 10), using
high-purity quartz- and Teflon-distilled reagents for sample /)
dissolution and chemical preparation. Uranium was sepa- |———=—"
rated from matrix elements using TRU ion exchange resin 238.6
(Eichrom) following the chemical protocol of Luo et §4].

Up to two TRU resin separations were required to obtain a Fig. 1. A. Schematic overview of the collector array for the Nu Instruments

hiah itv U fracti f f trix el ts. | dditi Nu Plasma MC-ICPMS. This instrument has an array of 12 Faraday collec-
Igh-purity raction, iree or matrix elements. In additon, tors. Collector H5 is equipped with a 4 resistor and the other collectors

samples containing a large proportion of organic material, are fitted with “standard” 15 © resistors. Low intensity ion beams, such
such as old corals, were treated repeatedly with highly ox- as234U, can be focused onto one of three secondary electron multipliers
idizing H20, (30% concentration) throughout the chemical Wwith ion counter detector systems, located behind the Faraday array. The
procedure, in order to break down organic compounds aS_centraI IC1 detector is equipped with a retardation filter, allowing scattered

. . . low-energy ions to be rejected. B. Flat-topped peak shapes and alignment of
sociated with both the sample and the TRU resin. The total naturaP38U, 235U and?3*U isotopes for Faraday—multiplier standard-

chemistry blank is negligible (<10 pg 6¥%U; 10-12g/g) and bracketing measurements®U is measured in IC1, whil#*U and?38U are
removes the necessityrfa U blank correction. measured simultaneously in the L3 and L1 Faraday cups.

Axial Faraday cup ——— > 2394
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and 0.3N HF-0.1N HCI until thé*8U intensity diminishes  Yields backgrounds on 234.5 and 233.5-df00 and 30 cps,
to <0.1%o of the next running signal intensity. respectively, which represents a significant proportion (up
The CRM-145 U metal standard is used for optimizing t0 ~2%.) of the 2*U intensity (~50,000cps for samples
intensity and achieving a|igned f|at-topped peak Shapes forin secular eqU|I|br|um) The interpolated background below
the three natural U isotopeBi@. 1). CRM-145 is also used ~ 2>*U is thus different if the tail profile is modeled as a linear
as a bracketing standard for both analytical protocols, assum-Or exponential function, changing the background corrected
ing it has a34U/238U of 5.285x 1075 (§234U = —37.1%o), 234/238y by up to 250 ppm. However, given that the sam-
based onthe average of 17 values published by earlier workergle is normalised to a bracketing standard, the difference in
(Table 9. All measurements G4U/238U were corrected for ~ 2>*U/?*8U between the two zero correction methods is neg-
the instrumental mass bias using the exponential mass fracligible (<25 ppm) and the more simple average background
tionation law[43], by normalising the measuré&d®u/23%U correction is used.
to the assumed natural ratio of 137.88. In the present study, All FM measurements are performed over 40-cycles with
analytical performance is primarily based on the external re- signal integration times of 5s. Total acquisition times are
producibility of a series of measurements for the same sam-~8 min (including the measurement of the background zeros)
ple/standard, reported here as two standard deviations of theaind ~40 ng of 233U is consumed per analysis. The CRM-
mean or 2. Twice the standard error of the mean, of2 145 standard and unknown samples are measured at similar
is reported for: (a) the internal precision of a single analysis, intensities ((1.4-1.9x 10-1°A, ~60 ppb?38U) to minimize
and (b) the mean of a suite of replicate analyses, in order toPossible systematic errors arising from non-linearity in the

compare measurement accuracy. IC1 responseTable 3.
The above-mentioned analytical approach (40 cycles at

(1.4-1.9)x 1071°A) was found to yield the best results,

5. Conventional Faraday cup—multiplier based on a comparison of self-bracketing measurements of
measurements CRM-145 with varying measurement duration and signal size
(Table 4:

5.1. Analytical procedure
(1) A shorter, higher intensity analysis yields better repro-

Measurements ot**U/238U were conducted by measur- ducibility than a longer, low intensity analysis consum-
ing 238U and23%U in Faraday cups ant?*U simultaneously ing the same amount of uranium, presumably because
in the IC1 ion counterKig. 1, Table 9. The gain determined the gain is measured more frequently.
from the bracketing standard was applied as an average tq2) Counting statistics place a lower limit on the duration of
the unknown sample. Count rates f3fU were kept below an analysis for a given desired precision. This is demon-
1 x 10°cps (1.6x 10'°A) for two main reasons. First, strated inTable 4 where the internal uncertainty in-

determining ion counter dead-time settings accurately and  creases with decreasing analysis duration.
precisely becomes unimportant. Second, the effect of non-
linearity in the response of the SEM to variable intensities can
be reduced (e.g[36]). The IC1 retardation filter improves
the abundance sensitivity t60.5—1.0 ppm amut. However,
even at this level, the abundance sensitivity still produces a
significant tailing effect under ti€*U beam. Therefore, fur-
ther corrections for tailing are made by measuring baseline Background parameters

zeroes at half-mass and determining the background beneath ngg(?r:fe“':gtiéir;’m:?gmd ;azlgmass GODEﬂECted beam
each U isotope by linear interpolation. F5#U intensities 9

of ~1.7 x 10710 A (17 V), the half-mass zero measurement ©On-Peak measurement parameters

Table 3
Analytical parameters used for the measurement protocols

Faraday—multiplier Faraday—Faraday

On-peak data integration time 5 0.2
per cycle (s)
Table 2 Number of cycles % 20 ~600
Analytical protocols foP34U/238U measurements Analysis time per measurement-8 ~3
Collectors used (sefig. 1) (min) )
Washout time (min) 2-5 2-5
L1, H5 L3, H2 IC1, H1 Total analysis time ~30 ~20
Standard (CRM-145) 238 235 234 (std-sample-std)—single
Unknown 238 235 234 (min)
Standard (CRM-145) 238 235 234 Total analysis time—integrated~75 ~50
— - ——— - (min)
Collectors L1, L_3 and IC1 are used in the static Farada_y-mu|t|pl|ei Intensity of233U (A) (1.4-1.9)x 10719 (5.0-9.0)x 10°°
standard-bracketing mode, while H5, H2 and H1 are used in the static .
. . . U concentration ~60 ppb ~2-3ppm
Faraday—Faraday standard-bracketing mode. Underlined isotopes are used . .
) ) - - ) . U sample size per single ~40ng ~400-650 ng
for gain or tail corrections. Italicized isotopes are used for mass bias correc- measurement

tion. Bold isotopes are used for the measured ratios.
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Table 4
Static Faraday—multiplier standard-bracketing
Number of ratios 2347238 (x 1079) 52340 (%) +202 +20,° n Sessions ratios
CRM-145 self-bracketed
7.5V 20 5.283 —-374 +1.9 1.3 74 2
40 5.284 -37.3 +1.8 0.9 36 2
80 5.285 —-37.1 +1.2 0.7 18 2
15V 20 5.285 —37.2 +1.2 0.9 48 2
40 5.285 —-37.2 +1.1 0.6 23 2
80 5.285 —37.2 +0.9 0.4 11 2
CRM-145-sample-CRM-145
Uraninites
HU-1¢ 40 5.485 —0.6 +1.3 0.7 18 2
(Integrated) 120 +0.8 0.4 6
HU-1® 40 5.485 -0.6 +0.9 0.7 36 10
(Integrated) 120 +0.6 0.4 12
Cz-1 40 5.495 +2 +0.6 0.7 7 2
CuU-1 40 5.485 -0.6 f 0.8 3 1
Barbados coral
B1 40 6.142 +118 +1.1 0.7 9 3
B2 40 6.033 +99 f 0.7 3 1
B3 40 6.022 +90 f 0.7 3 1
Speleothem
KOz 40 2.940 —4643 +0.4 0.4 6 2

2 External reproducibility.

b Internal error (average).

¢ Preferred method of analysis.

d Non-optimized data acquisition.

€ Optimized data acquisition.

f Insufficient number of measurements to usea® a statistically valid uncertainty.

5.2. Limiting factors ganic residue, the latter of which disturbs the uptake rate of
the aspirated solution. Purifying the solution with a second
5.2.1. Memory effects TRU resin separation step lowers the Ca/U ratio to <1 and

Acid washout between measurements normally reducescombining this with an KO, oxidation step is likely to im-
238 packground signals quickly (<4 min) to <0.1%. of the prove reproducibility to the level of low matrix samples (see
following measurement intensity. However, washout can be Section 5.3.
hindered by the accumulation of U-rich droplets in the spray
chamber and desolvator system. These memory effects carg 3 Sample measurements
accumulate from much earlier measurements, introducing
large systematic offsets in the measured isotopic composition5.3_1. Uraninites
(Fig. 2. Such U-rich droplets can be effectively removed by
heating the entire spray chambert@0°C.

Before careful control of the above-mentioned mem-
ory and matrix effects, initial measurements of the Harwell
Uraninite HU-1 standard, assumed to be in secular equilib-
rium for 234U/238Y, yielded an external reproducibility of
+1.3%0 (20). By heating the entire spray chamber, thereby
minimizing memory effects, the external reproducibility for
a second aliquot of HU-1 was improved®.9%. (2). Im-
portantly, both HU-1 data sets yielded identical mé&tu
values able 4. The difference between the mefd*U val-

5.2.2. Matrix effects

The presence of residual matrix elements in the eluted ura-
nium following TRU resin column separation can degrade
analytical performance. This is noticeabl&¥U/238U mea-
surements for a high-matrix coral sample from Barbados,

B1, that has been processed only once through TRU resin .
ues for HU-1 and CRM-145 is36.50+ 0.14 (m, n=54)

chemistry. Results for this coral show a poor long-term re- ) ) i )
producibility compared with the CRM-145 standaFy, 3. in agreement with ratios obtained in other studitsb(e J).
The in-house uraninite standard CZ-1 gave an external repro-

A mass scan of the aspirated solution shows that Ca is the' "™~ "~ )

only significant matrix component (Ca/U = 10). However, ducibility of £0.6%. (&) (Fig. 4).

the solution was not treated withpB®, and also contained a

significant amount of organic material. The degraded repro- 5.3.2. Carbonates

ducibility of this solution is therefore considered to be due Measurements of the B1 coral, with a Ca/U ratio of
to the Ca matrix, combined with a significant amount of or- 10, gave an external reproducibility afl1.1%o, slightly
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**J Background monitored on peak in IC 1 Faraday-multiplier measurements
10 [ r [ of Barbados coral Bl
S , ¥—_U-cnriched | | 0 o
= droplets i 93 Single measurements
2 | il o Sessions
2 i o (2) (3)%
Z 03 T A il
H
120+
(A) E
CRM-145 < T
KOZ contamination 118+ % %
?_\c/ Lt + aett “.e (A)
2 550 1 N "
R . Integrated measurements
122
-70 4 v
+ KOZ speleothem (§U = -465.3 %a) 1
(B) «— 8 min —_— 120
Sequence of multiplier gain measurements ) % * t% %
_ o E
(=]
= o1 4 ; { % { 118+
§n % - Figure 2B (B)
90.9 4
=
P Fig. 3. 23%U acquired over three independent measurement sessions for the
90.7 + Barbados coral B1. The result of individual 40-cycle measurements is shown
T — in (A), whereas in (B) the same data_ are displaye_d as i_ntegrated blocks of
< Contaminated- unscreened for 5 outliers 90.91 +0.21% three 40-cycle data sets. In (A), the first two sessions yield & 2-1.1%o
©) <& Contaminated- screened for 5 outliers 91.08 £ 0.11 % (dark grey band), however the reproducibility degrades during the last mea-

surement session 2= +1.6%o, lighter grey band) due to a comparatively
Fig. 2. (A) Intensity of?8U background during acid washout. In this ex-  larger proportion of Ca and organics in this sample with respect to the other
ample the background shows a base levet0f3 mV, however, condensed  two aliquots. Subsequent experiments show that a better purification of the
U-enriched droplets create episodic U “spikes” of 1-100 mV. The majority sample would improve the reproducibility to the same level as shown by
of such droplets are condensates in the spray chamber, which can be rethe other aliquots. Importantly, the scatter shown by the third data set is
moved by heating the spray chamber to°@0 (B) Example of a CRM-145 eliminated when the data are integrated over three measurements (B).
measurement that has been disturbed by memory from U-enriched droplets
of a speleothem sample (KOZ), highly depleted3f, that had been mea-
sured during the previous day. Contamination from the depleted speleothemcycles to frequently monitor the gain. An integrated mea-
could be seen as sudden excursiong?tU to anomalously low values. surement therefore requires an analysis time 5 min and
These outlying data points cou‘Id be readily |Qent|f|ed and _re_moved from consumes~120 ng of sample U. Integrated measurements
the measurement sequence to improve analytical reproducibility, as shown . - o .
in (C). (C) Comparison of the Faraday—multiplier gain during an analyt- of HU-1 improve reproducibility tOiO'GA"_’ (@) (Fig. 4
ical session, including the measurement shown in (B), which displays an Table 4. Integrated measurements of B1 yield the same level
anomalously low value. When screened for outliers, this gain measurementof precision as HU-14£0.6%o.), even including the measure-
is indistinguishable from the other data points. ments that showed a degraded reproducibility as single mea-
surementsKig. 3.
worse than that obtained for uraninite samples. In contrast,
a well-purified, U-rich speleothem (KOZ) highly depleted
in 234U, shows very good behaviour with internal errors of g Multiple Faraday cup measurements
£0.4-0.5%0 (&m) and similar reproducibility for six mea-

surements£0.4%o, Z). 6.1. Measurement protocol

5.3.3. Integrated measurements A previous attempt to eliminate electron multipliers from
In order to minimize scatter in the data caused by out- U-series isotopic measurements has been conducted by De-

liers arising from an abrupt change in the multiplier gain schamps et a[8] who tested a stat€®°U/234U Faraday cup

and improve counting statistics, single measurements can baneasurement protocol. Using a Micromass Isoprobe MC-
integrated as the composite of three repeat measurementdCPMS, this study retained the usual’3 resistor array,

The combined data set is treated statistically as a singleand monitored3*U and23°U in Faraday collectors, while
measurement consisting of 120 cycles, and using the inter-simultaneously deflecting the lar§&U ion beam into a gap
spersed CRM-145 measurements between each set of 40between Faraday cups to avoid saturating the collectors with
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Fig. 4. Long-term 2 reproducibility (grey bands) of the Faraday—multiplier standard-bracketing measurements for (A) single measurements, and (B) integrated
measurements.

an excessively larg&8U signal. A236U/233 spike wasthen ~ are normalized to the CRM-145 bracketing standard, mea-

used to monitor the mass bias correction. The tail contribu- sured at similarly high intensities, and assuming an identical
tion from the?38U ion beam is significantly below the other U 2*®U tailing behaviour for both sample and standard.
isotopes and was corrected for by monitoring a tail profile for ~ Measurements are conducted using a “time-resolved” pro-
a mono-isotopic solution (ﬁ?’GU Spike tracer, assuming the tocol provided with the Nu Plasma. In time-resolved mode,
236 profile is identical to that fof38U. The final?34U/238y background zeroes can be measured before the solution is
ratio was obtained from the measurgdU/23%U assuming introduced, thereby lowering sample requirements. Back-
a naturaP38U/23%U of 137.88. Although eliminating the de- ~ ground zeroes are monitored for 60's by deflecting the ion
pendence onion counters, this method is still limited by small beams from the axial optical plane. The solution is then in-
234 intensities 5 x 10-14A), which only just overcome  troduced and on-peak data are acquired over a 2 min period
the Faraday background noise. Consequently, the reportedFig. 5. A solution containing 2-3 pprf®U yields a?3%U
analytical reproducibility is comparable to the one permil intensity of (5-9)x 10~°A, and consumes-400-650 ng
level that can be achieved using conventional MC-ICPMS of U per analysisTable 3. Using this technique, measure-
and multiplier protocols. ments 0P34U/238U for the CRM-145 standard are extremely
For the multiple Faraday (FF) protocol developed in this Precise, with analytical errors at0.2%. (2m), but are
study, the preamplifier connected to 88U Faraday cupwas ~ generally 5-10%. higher than the normalizing ratio (5.285
fitted with a 10 2 resistor, which allowg38U intensities of ~ x 107°) due to the?*®U tailing below 23*U. Tailing from
upto 108 Ato be measured. Thisis a factor of 100 larger than the 238U ion beam is also significant belo#°U, and con-
can be accommodated by Faraday systems equipped with théibutes~1 ppm to the?**U peak intensity, elevating it by
usual 181 Q2 resistors, and makes it possible to make simul- ~0.1%o. Correcting for this lowers tHé4U/2*8U by a sim-

taneous Faraday cup measurementS@d (~9 x 107°2A), ilar magnitude. However, given that all ratios are normal-
235 (~7 x 10711 A) and 234U (~5 x 10713A) in the same ized to the bracketing standard, th®U correction affects
analysis sequence€ig. 1, Table 2. both sample and standard in an identical manner and is neg-
Uranium isotopic measurement using Faraday cups |SI|g|bIe Th6238U tail profile is strictly correlated with vac-
complicated by two factors. First, the tailing of the lafg&u uum conditions in the analyzer chamber. The accuracy of

beam below th&%4U isotope is significant due to the lack of  the 2*U/238U measurement is thus highly sensitive to sub-
a retardation filter. Second, the normal procedure for mini- tle variations in the analyzer pressure over relatively short
mizing tailing effects by measuring zeroes at half-mass is no timescales spanning the duration of an analysis. The ana-
longer possible due to a scattering of ions across the entirelyzer entrance valve is opened at least 30 min before the
collector array when the larg®8U beam is deflected be-  start of an analytical session to “equilibrate” the pressure in
tween collectors. To overcome these limitations, all samples the chamber.
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Faraday-Faraday into the plasma source. This implies that for relatively “di-
U/ U measurement of CRM-145 lute” sample solutions (e.g., with ppb levels of U), accurate
s ! results can be obtained with solutions containing trace im-

* purities. However, because our multi-Faraday measurements
require sample solutions containing higt8 ppm concen-
trations of U, any residual matrix elements are also highly
concentrated. For example, an aliquot of the CZ-1 urani-

! nite (~60wt.% U), which had not been processed through
| _ TRU resin ion exchange chemistry, yield&dU/238U ratios

i 2 minutes . L
. | | ~1.5% higher than the true value because of a significantly
PR, = larger238U tailing contribution beneat®>U and 234U for
Zero measurement  On-peak measurement CZ-1 than observed for the bracketing CRM-145. Ideally it

would be useful to estimate the tailing profile by monitor-

Fig. 5. Faraday—Farad§*U/?**y measurement of the CRM-145 standard.  jg the abundance sensitivity at mass 237. However, this is
First, background zeroes are measured on-peak for 60 s while the ion t_)eamsnot possible using our current instrument configuration for U
are deflected off-axis. Thereafter, the sample or standard solution is intro- . . . . . L
duced and the ion beams “grow in” and stabilize. Data are then acquired isotopic analysis. Instead, large discrepancies between tailing
over a 2 min period as a series of 0.2 s integrations giw6g0 ratios. The profiles can be monitored by measuring the tailing contribu-
measured isotope ratios are calculated and corrected for instrumental masgion at mass 236, expressed as a function of 236 @tﬁ[)[
fractiqnation_ c_)ff-line using a@rejection criteria. In this example, measure- Normally, this value is~1 ppm and significantly different
ment intensities are 9.k 107° A for 238U, 6.5 x 1071 A for 235U and 236 (tail)238U values between CRM-145 and the unknown

4.7 x 10713 A for 23%U. The measured3*U, uncorrected fof38U tailing . o L
beneatt?34U, gives a value of-27.04+ 0.14%o (Zrm), ~10% larger than samples provide criteria for rejecting inaccurate results. For

the normalisation value 6£37.12%. example, the above-mentioned CZ-1 had a 236 (#&fy
that is~0.7 ppm higher than the abundance effect observed

6.2. Limiting factors for multiple Faraday cup for the bracketing CRM-145.

measurements This makes it necessary to have ultra-purified U solutions.

For coral samples, Ca/U ratios efl are sufficient for ob-

One of the main factors limiting accuracy and precision in taining accurate results using this technique. Furthermore,
234/238y measurement using Faraday collectors is the in- samples should be free of organic material thereby avoiding
herent assumption of a simil&#8U tail profile between the ~ changes in the solution uptake rate and the requirement of
sample and CRM-145 standard. The character of the tail islonger washout time between samples.
significantly altered by the presence of residual matrix ele-
ments in the eluted U fraction. This is because trace impuri- 6.3, Sample measurements
ties in the sample change the loading and energy conditions
in the plasma, which can defocus the beam and create a dif-6.3.1. Uraninites
ferent tail profile, yielding inaccurate results. This effect is Measurements of CZ-1 yield a long-term reproducibility
mainly a function of the absolute amount of matrix introduced of +0.26%. (2) (Fig. 6, Table §. CZ-1 was measured over

Table 5
Static Faraday—Faraday standard-bracketing
234/238 (% 1075) 5234 (%o) +202 20mP° n Sessions
Uraninites
HU-1 5.485 —0.68 +0.31 0.24 9 3
Cz-1 5.495 +121 +0.26 0.23 29 7
(Integrated) +0.14 0.13 9
CU-1 5.485 —0.58 ¢ 0.27 1 1
Corals
B3 6.021 +9697 ¢ 0.23 2 1
B4 6.074 +1064 +0.38 0.19 28 4
(Integrated) +0.30 0.11 9
B5 6.138 +11836 +0.38 0.21 12 2
(Integrated) +0.29 0.12 4
Speleothem
KOz 2.940 —464.36 ¢ 0.24 2 1

a External reproducibility.
b Internal error (average).
¢ Insufficient number of measurements to usea? a statistically valid uncertainty.
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HU-1 CZ-1 B4 B5
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Fig. 6. Long-term 2 reproducibility (grey bands) of the Faraday—Faraday (FF) standard-bracketing measurements for (A) single measurements, and (B)

integrated measurements.

seven separate analytical sessions and on two independentl$.3.3. Integrated measurements

processed aliquots. Repeat measurements of HU-1 give rise

to a40.31%o0 (@) reproducibility, and the mean values for
both uraninites are in perfect agreement with the conventional
FM measurementd=(g. 7).

6.3.2. Coral samples

The B3 Barbados coral yieldeds&**U of +96.97+ 0.18
(2o0m, n = 2), in agreement with ion counter measurements
on the same samplé%*U = +97.044+ 0.47%o, Zm, N = 3).
The long-term reproducibility for coral samples was tested

using three solutions; two independently processed aliquots

of Barbados coral B4 and another Barbados coral B5. The 2
aliquots of B4 yielded identical result8?f*U = +106.66 and
+106.63, respectively) and the external reproducibility of
the combined 28 measurements w&& 38%o. (&) (Fig. 6).
Sample B5 yielded a similar reproducibility af0.38%o
(20). The poorer reproducibility for coral compared to CZ-1
(£0.26%0, @) is apparently due to the higher matrix/U ratio
and organic content.

Comparison of 26, (accuracy) of measurements

m

by Faraday-Faraday and Faraday-multiplier

B3 Cz-1  Cu-1  HU-I KOZ
97.40 1.55 0201 ] -025f 46395}

= 9700 * st +—0.60-- 0651 § +-464.35-} ’
(o L -+ - L
96.60 075+ -1.00+ | 105t -464.75¢

¢ Faraday-Faraday
m Faraday-multiplier

Fig. 7. Comparison of accuracy {&) between our newly developed
Faraday—Farada$**U/?%8U measurement protocol and the conventional
Faraday—multiplier measurements. Consistent results are obtained.

If three measurements are integrated (using
1200-1850ngU), as described earlier for the Faraday-
multiplier standard-bracketing measurements, the external
reproducibility of the CZ-1 uraninite and B4 coral improves
to £0.14%o (2) and+0.30%. (2), respectively ig. 6).

7. Concluding remarks

The results presented here show that both the Faraday—
multiplier (FM) and Faraday—Faraday (FF) standard-
bracketing analytical protocols yield precise results. Further-
more,§23*U values obtained using both protocols are in ex-
cellent agreement within thesg, analytical errorsKig. 7).

Faraday—Faraday measurements2#U/238U using a
10°  resistor for the?38U beam yields high precision and
reproducibility and is furthermore very fast, requiring only
~20 min for the combined analyses of the sample and brack-
eting standards. The external reproducibility of the CzZ-1
uraninite using our Faraday—Faraday protocoiti8.26%o
(20) and is superior to all other TIMS and MC-ICPMS
measurements of samples/standards with similarly low ma-
trix/U ratios (e.g., HU-1 and CRM-145){g. 8). For the
Faraday—Faraday measurements, a poorer reproducibility for
corals compared to high U standards is also reported by oth-
ers (e.g.[8]). Even careful purification procedures did not
improve the reproducibility to the same level as observed
for the uraninite standards. This demonstrates that external
reproducibility tests should be based on standards character-
ized by similar matrix compositions as the unknown samples.
In this study, the external reproducibility for coral samples
is £0.38%0 (&) and represents a significant improvement
compared to earlier measurements.

The advantage of our conventional Faraday—multiplier
protocol over the Faraday—Faraday approach is that it can be
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